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Libraries and other information agencies have highly developed
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There is, nevertheless, a need to improve the delivery systems and
discusses the means by which web-based systems in particular
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Introduction

This paper draws on the growing body of literature in the information systems
and technology field to suggest useful measures and methodologies which
may have potential for greater use in the LIS sector. The review covers both
‘soft’ and largely subjective user-orientated approaches, such as measurement
of user satisfaction, with ‘hard’, objective approaches, such as transaction log analysis.
It notes that most evaluation methods are designed to measure system ‘success’ and
discusses attempts to define success.

One hardly needs to labour the point in this journal that information systems
evaluation is a critical activity for many library managers. With the development
of the web (over ten years ago) and its organisational equivalent, the intranet, the library
and information services (LIS) environment has changed dramatically Library websites
have become complex portals for information resources available to a library’s com-
munity, both within the physical library itself and elsewhere in the virtual environment.
Moreover, in the corporate sector especially, many libraries use their organisations' intranets for the delivery and marketing of library services, and even have a role to play in intranet development. Given the overwhelming scope of the electronic information environment for many end-users, there is an onus on LIS professionals to develop delivery systems that are easily navigated. It is also important for them to develop the means to evaluate their new services and delivery systems.

This paper attempts to provide an overview of information systems (IS) evaluation, not just within the LIS community, but also in the information and communication technologies (ICT) sector. One approach taken by our ICT colleagues to the complex issue of IS evaluation is to attempt to assess whether the desired outcomes of system development were achieved successfully. Since the 1970s, there has been considerable research into measuring 'success' and determining the success criteria of information systems. The considerable financial investment by organisations in information systems underlines the importance of success evaluation for both ICT and LIS researchers and practitioners alike (Saarinen 1996: 103). But what is 'success'?

The Macquarie Dictionary (1996: 404) provides an objective and somewhat broad definition of success as 'the favourable or prosperous termination of attempts or endeavours'. Applied to LIS research, this can have a myriad of meanings and measures. Success is a subjective concept and its definition can vary depending on who is asked to define it. In the case of a search undertaken by an end-user in an information database, for instance:

- to the end-user, success might be getting a list of search results;
- to the librarian, success might be that the end-user incorporated the correct Boolean operators in his/her search strategy — something that the librarian had been training the end-user to do;
- to the systems person, success might be that the technical aspects of the web page correctly interfaced with the underlying database to generate a response to the search query;
- to the finance manager, success might be that the return on investment is equal to or higher than the cost of installing and maintaining the system.

Each of these stakeholders is defining success according to his/her view of the world and each is correct. This makes the achievement of universal measures of success all the more challenging. The many well-publicised information systems failures and the paradox of high investment and low productivity have brought the issues of critical success factors and success measurement to the fore (Ballantine et al. 1996: 5) particularly in the ICT research arena since the 1970s. In contrast, 'success research' has not extended far into the LIS field, perhaps because this topic was seen to be too focused on specific computer applications. As ICT and LIS fields of research and practice converge, however, there is an opportunity for library researchers and practitioners to learn from previous and current ICT research and to apply it to the evaluation of LIS products, systems and services. We therefore propose to review systems evaluation as it has been practised in the LIS sector, focusing on the main methodologies employed, before examining the approach taken by our ICT colleagues.
System evaluation in the LIS literature

Evaluation of information systems has been a central theme of LIS literature for several decades, with both practitioners and researchers making important contributions. The extensive review by Harter and Hert of information retrieval (IR) system evaluation (1997) remains fairly representative of the methodologies employed by the LIS community, although contributions from practice, generally more user-centric, appear to have increased since then. The review dwells on the traditional 'black box' approach of IR research, characterised by the well-known Cranfield experiments, but highlights the ways in which the user has increasingly been brought into the reckoning.

Before outlining the principal methodologies, it is worth noting their range. Different techniques are used for the collection of different kinds of data and, given the wide range of data required to address the many evaluation criteria used, the range of methodologies is considerable. It is also worth noting that, over the years, distinctions between methodologies have become blurred. Quite apart from the combination of different methodologies in specific evaluations, some interesting hybrid methodologies have been devised, bridging the gaps between qualitative and quantitative analyses, naturalistic and laboratory settings, and ultimately the user and the system. Further, real-life 'simulations' of information seeking have been introduced into experimental methodologies based on traditional IR measures.

Evaluations in which the end-user articulates his/her experiences with a given system abound. Most commonly, these articulations are derived through questionnaire surveys or interviews. An alternative to these is the focus group, which can encourage more reflective and analytical evaluations, provided a group of the system's stakeholders can be readily identified and the 'group effect' is not thought likely to bias responses.

Given that users' perceptions and attitudes are difficult to measure, their feedback might be better used heuristically, helping to identify particular problems and solutions. The most fruitful diagnostic method is perhaps protocol analysis, based on 'talk aloud' sessions which might involve actual information problems, although they more commonly involve simulated questions (see, for instance, Hersh, Pentecost and Hickam 1996). Protocol analysis was already a well-established methodology in information retrieval, but through the recent adoption of usability testing techniques, interest in its use has increased markedly. The popularity of the related methodology, discourse analysis, based on mediated searching, has at the same time declined.

Another user-centric approach which simulates real-life makes use of assessment forms based on set tasks. End-users are asked to perform tasks designed to represent typical activities for which the system was designed, and then evaluate the system's performance. Usability testing has spawned a series of assessment instruments for this purpose. Responses may be more detailed and systematic compared with those of a post-session survey of real-life users, but simulations can never perfectly represent what might actually happen. The technique is sometimes considered a starting point for evaluations that are followed up by the application of other methods.

The two main methodologies based on system-generated expressions of 'success' are usage statistics and transaction log analysis (TLA), sometimes accompanied by system performance statistics — in fact usage statistics are a basic form of TLA. Although usage can be indicated by user responses, a more reliable method is to acquire the relevant data from the system's log. Unfortunately, particularly with client–server
systems, the log rarely provides a detailed account of when, how and by whom the system was used. Moreover, it is not always the case that system usage 'reflects the degree of confidence the users have in the effectiveness of their information systems' (Thong and Yap 1996: 603).

TLA has sometimes been criticised for a lack of depth (Peters 1993). Many OPAC studies have employed system loggers, addressing questions such as 'search failure' and use of particular functionalities. Experimental research has also found TLA to be a helpful way of diagnosing interface issues and those of user-system interaction. As interaction between user and system becomes an increasingly central aspect of online information seeking, so 'online monitoring' becomes all the more promising as a methodology, particularly as a supplement to the rather asynchronous measures of traditional IR. As Borgman, Hirsh and Hiller observe, 'the most fundamental change in evaluation goals is the shift in emphasis from the output, or product of the search, to the emphasis on the process of the search itself' (1996: 571). Hider (2005) argues that it is the limitations of the loggers themselves, rather than the methodology, which are holding back TLA, and that more sophisticated analyses can be carried out given richer data from which to work.

The 'classic' form of information retrieval evaluation is, of course, the experiment using datasets made up of documents with predetermined relevance judgements — relevance testing. The measures of recall and precision continue to underpin many evaluations of experimental systems, despite the fact that many of the assumptions on which they are based can no longer be claimed as reasonable for most real-life situations. Several serious issues are raised by Harter and Hert (1997). However, traditional IR has contributed greatly to the development of many of today's large-scale systems, such as the search engines on the web, and its vehicles, such as TREC, remain influential.

Where more comprehensive evaluations are sought, it is considered better to use different methodologies in combination. Some multi-faceted evaluations are reported in the literature (see, for instance, Hill et al. 2000, on the Alexandria Digital Library). 'Convergent methods' evaluation is convincingly advocated by Buttenfield (1999), who draws together ethnography, cognitive walk-throughs, videorecordings, online surveys, focus groups and TLA. As the usability testing approach gains currency in LIS, so the synthesis of various techniques is likely to increase, given that usability is commonly defined by instruments with extensive sets of measures, demanding a sophisticated combination of methods. Synchronising the different recorders often requires a laboratory set-up, and librarians should seek to secure access to those established for usability research.

Calls for more sophisticated analyses have become fairly common. In his work on evaluating multimedia systems, Dunlop (2000) concludes that 'the challenge for interactive evaluation in IR is to connect the two types of evaluation: engine performance, and suitability for end-users'. Dunlop advocates building on 'classic' IR methodology by adding HCI techniques that emphasise process, such as task observation, protocol analysis and walkthroughs.

A brief survey of evaluations reported in 2003 and 2004 indicated that the most common methodology employs assessment forms and prescribed tasks. Usage statistics come second, though most other methodologies are represented by at least
one study. Most evaluations are making use of only one method, but a minority are applying several.

**IS evaluation in the ICT literature**

IS research refers to that subset of ICT research that focuses on the development, use and impact of ICTs in organisational environments (Myers and Avison 2002: 3). What we are discussing here, therefore, is largely applied research, which, as Frada Burstein puts it, targets 'a specific problem relating to the introduction or functioning of an information system' (2002: 149). Even in the area of theoretical IS research, it can be argued that systems development issues loom large, because theory generally leads to the development of a prototype, in order that the theory 'be tested in the real world to show its validity and to recognise its limitations' (Burstein 2002: 149).

Evaluation occurs twice in the 'traditional' structured systems analysis and design approach: first, in the feasibility phase, in which an attempt is made to establish likely impact and costs, and, second, in the form of a post-implementation evaluation, which is an attempt to measure what impact the system actually had (Smithson and Hirschheim 1998: 160, Serafeimidis 2002: 172–3). This approach focuses on issues such as whether the project was delivered on time, whether it was to budget and whether it met the specifications, and ignores other issues, such as what the stakeholders think of both the 'process' and the 'product' (Wateridge 1998: 59). Post-implementation evaluation is also criticised on the grounds that it is generally conducted by system developers as a quick 'pack up and get out' project closure activity (Smithson and Hirschheim 1998: 162).

One of the most fundamental criticisms of post-implementation evaluation, which strikes at the whole idea of a systems life cycle, suggests that information systems are evolutionary. While the kind of evaluation associated with structured system analysis and design may be appropriate in cases in which systems are developed with set budgets and time scales, and in which projects, therefore, reach some form of completion, it is increasingly recognised that technologies such as the web and intranets constitute evolutionary systems, for which traditional, measure-orientated evaluation techniques are unsuitable (Patel 2002: 257).

A Price Waterhouse survey of 1994 established that cost containment was one of the top three concerns of British IS managers (Smithson and Hirschheim 1998: 160). During the feasibility phase of systems development, therefore, cost–benefit analyses are common (Smithson and Hirschheim 1998: 162), as are other related methods. Broader studies, based on theories of information economics, examine the value of IS development on organisations based on factors such as strategic impact, productivity impact and consumer value, while another set of studies, based on behavioural science, addresses the relationship between IS development and individual satisfaction and decision-making behaviour, and the consequent impact on the organisation (Serafeimidis 2002: 176–178).

A more 'humanistic' school of thought argues that technical/organisational perspectives need to be supplemented by what Garrity and Sanders call a 'socio-technical' approach (1998: 7). Work, they suggest, is accomplished in a 'social collaborative way' and researchers, therefore, do well to take into account people's social, cognitive and affective needs (1998: 6–7). If 'socio-technical' factors are ignored, system failures may
result, they argue, even in cases in which there are clear technical or organisational benefits, such as an improved system interface (1998: 7–10).

There is, therefore, a range of success factors for any information system. Wateridge (1998: 61) identifies six of them.

- meets user requirements
- achieves purpose
- meets timescale
- meets budget
- produces happy users
- meets quality

Some of these such as ‘meets budget’ and ‘meets timescale’ are easily measured, while others such as ‘achieves purpose’, ‘meets user requirements’ and ‘happy users’ are not so easily assessed.

In their influential research, DeLone and McLean (1992) proposed that a set of six interrelated success factors existed: system quality; information quality; use; user satisfaction; individual impact; and organisational impact. More than a decade later, they revisited their model in order to propose an update that incorporated changes in the IS arena (see Figure 1).
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**User satisfaction as a measure of success**

‘User satisfaction’ — defined by Ives, Olson and Baroudi (1983: 785) as ‘the extent to which users believe the information system available to them meets their information requirements’ — is a complex variable. It is subjective and can vary according to external influences that have nothing to do with the information systems per se, such as whether the person likes his/her job or is having financial or personal problems. Bailey
and Pearson have a similar view believing that 'satisfaction in a given situation is the sum of one's feelings or attitudes toward a variety of factors affecting that situation' (1983: 530). As Bruce puts it 'satisfaction with information seeking is a state of mind which represents the composite of a user's material and emotional responses to the information-seeking context'(1998: 541). This state of mind can be influenced by a number of factors. In undertaking a literature-based analysis of the variables affecting ICT end-user satisfaction, Mahmood et al. (2000: 753) believe that these factors can be divided into three major categories: perceived benefits and convenience; user background and involvement; and organisational attitude and support. Moreover, even these can be affected by other factors such as limited time or user attitude, which can vary from day to day, moment to moment.

The concept of satisfaction is indeed multi-faceted, but there are many researchers who consider user satisfaction to be an appropriate indicator and valid measure of information system success (DeLone and McLean 1992, Gatian 1994, Jiang et al. 2001, Guimaraes, Yoon and Clevenson 1996, Lin and Shao 2000, Gelderman 1998, Mahmood et al. 2000). DeLone and McLean (1992: 69) outline why they believe user satisfaction has been the most widely used single measure.

- 'Satisfaction' has a high degree of face validity — it is hard to deny the success of a system which its users say that they like.
- The development of the Bailey and Pearson instrument (Bailey and Pearson 1983) and its derivatives has provided a reliable tool for measuring satisfaction and for making comparisons among studies.
- The appeal of satisfaction as a success measure is because most of the other measures are so poor; they are either conceptually weak or empirically difficult to obtain.

Galletta and Lederer (1989: 421) outline why measurement of user satisfaction is important. For the researcher, the ability to investigate generalisable relationships of user satisfaction with other variables, such as training, may provide a better understanding of the IS environment. From a practitioner's perspective, user satisfaction can be harnessed as a feedback mechanism to highlight user perception of strengths and weaknesses. The strengths can be used for recognition and reinforcement of the system or service, while the weaknesses signal areas for improvement.

A variety of methods and techniques have been designed to increase the quality of construct measurement in IS research. Klenke (1992) provides an excellent review and critique of user satisfaction and user involvement instruments. The development of user satisfaction measurement instruments began with a measure (thirty-nine items) originally developed by Bailey and Pearson (1983) and followed up by Ives, Olson and Baroudi (1983), Baroudi and Orlikowski (1988), and further developed by Doll and Torkzadeh (1988, 1991) and Doll, Xia and Torkzadeh (1994). The instrument designed by Doll and Torkzadeh (1988) was to measure the satisfaction of users who directly interact with a specific application. Although many of the instruments developed to measure information systems success were developed in the context of PC-based applications (Aladwani and Palvia 2002: 467), two relatively recent studies have adopted the 'end-user computing satisfaction (EUCS) instrument for web-based services with positive results — see Davis and Hantula's study (2001) of internet-based
learning and Herrings exploratory study (2001) of attitudes toward use of the web, both employing the Doll and Torkzadeh EUCS instrument.

The term ‘end-user computing satisfaction’ was used to distinguish theirs from previous user satisfaction instruments. ‘End-user computing satisfaction is conceptualised as the affective attitude towards a specific computer application by someone who interacts with the application directly’ (Doll and Torkzadeh 1988: 261). ‘End-user computing’ is defined as the process by which users develop applications whereby they have access to computers, data and support systems and the capability to control their own applications and computing needs directly (Igbaria and Nachman 1990). This is a valid description of the way LIS systems and services are currently offered within the online environment.

**LIS research and success evaluation**

Can the success measures developed through IS research be utilised by LIS researchers? User satisfaction studies have been used extensively by libraries, but they tend to be general surveys that ask whether library clients are ‘happy’ with services and systems. Although DeLone and McLean continue to focus their IS Success Model on systems per se, the model could be applied to LIS research in the evaluation of both systems (websites, OPACs, databases and so forth) and services (such as virtual reference and document delivery). Previous success studies within the IS field, encompassing criteria such as system usage, system quality, perceived usefulness and user satisfaction — to name but a few — provide a substantial base on which LIS researchers and practitioners could work.

In an exploration of some of the new service paradigms that are emerging, as libraries harness enabling technologies, Moyo (2004) states: ‘Initially technology tools were being applied to the same fundamental library service paradigms to make the work more efficient, but now library work itself is beginning to change, with technological innovation leading to design of new services for users’. Where such services are linked intrinsically to technology, LIS researchers have the opportunity to explore the application of success research.

Care needs to be taken, however. Success measurement in IS research takes into account a wide range of variables, making identification of success factors problematic. There is, for example, some methodological disagreement over what constitutes a ‘dependent’ variable, which is part of IS success (information quality, for instance, would fall into this category), as distinct from an ‘independent’ variable, which can actually be one of the causes of success. Independent variables, such as training, relationship with ‘EDP staff’, user involvement and top management support — all interesting factors — can be mistaken for dependent variables (Garrity and Sanders 1998: 4, DeLone and McLean 2003: 17). Downing (1999: 203–204) also makes the point that user satisfaction measures are intrusive, from the users’ perspective, and cumbersome, and may be difficult to justify to employers.

It is worth adding too that ‘user satisfaction’ instruments have been applied within the LIS environment, but have been criticised for a lack of theoretical underpinning, questionable reliability and terminological ambiguity — and have even been misapplied on occasion (Thong and Yap 1996). Ryker, Nath and Henson (1997) have shown how the context of a user’s expectations strongly influences his/her satisfaction judgements. Furthermore, a study by Halcoussis et al. (2002) indicates that levels of
'satisfaction' may be chiefly determined by perceived search 'success', rather than by system design in general — which is especially of concern given Hildreth’s contention (2001) that perceived performance bears little relationship to actual performance. It is not altogether clear whether these instruments accurately indicate 'success' any more accurately than does system usage.

As suggested earlier, however, the combination of different methodologies is sometimes used to obtain more comprehensive evaluations, and there may be a case for using one evaluation technique to check the validity of another. For example, by using one of the variables of success — user satisfaction — to measure attitude, and combining this with TLA to measure behaviour, an overall measure of success of a web-based library service is feasible (Larner 2003), and, indeed, it can be argued that the combination of both approaches provides a balance between attitude (satisfaction) and behaviour (usage) that gives system developers a more robust means of measuring success than reliance on one or other approach. Of course, this might not always be practicable. Many LIS professionals do not have access to sufficient resources, or time, to engage in large-scale evaluations.

Finally, as we noted earlier, success is very subjective and varies, depending on the perspective of the individual player. Perhaps the most important thing LIS researchers can learn from IS success research would be that rarely is success or failure as clear as black or white. However, by utilising the existing, validated success measurement tools developed by IS researchers, defining success within the LIS environment may be made a more effective, efficient and perhaps more accurate process.

Endnote

The survey analysed twenty papers published in 2003/4, randomly selected from those retrieved by means of the following indexing and abstracting services: ALISA, ISTA, LISA, Library Literature and Information Science, ProQuest, ScienceDirect. Only papers in English were considered, but there was no restriction with respect to source (both professional and scholarly journals).
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